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In this paper, we construct a combined finite element and oversampling multiscale 
Petrov–Galerkin method (FE-OMsPGM) to solve the multiscale problems which may have 
singularities in some special portions of the computational domain. For example, in the 
simulation of subsurface flow, singularities lie in the porous media with channelized 
features, or in near-well regions since the solution behaves like the Green function. The 
basic idea of FE-OMsPGM is to utilize the traditional finite element method (FEM) directly 
on a fine mesh of the problematic part of the domain and using the Petrov–Galerkin 
version of oversampling multiscale finite element method (OMsPGM) on a coarse mesh 
of the other part. The transmission condition across the FE-OMsPG interface is treated 
by the penalty technique. The FE-OMsPGM takes advantages of the FEM and OMsPGM, 
which uses much less DOFs than the standard FEM and may be more accurate than the 
OMsPGM for problems with singularities. Although the error analysis is carried out under 
the assumption that the oscillating coefficients are periodic, our method is not restrict 
to the periodic case. Numerical examples with periodic and random highly oscillating 
coefficients, as well as the multiscale problems on the L-shaped domain, and multiscale 
problems with high contrast channels or well-singularities are presented to demonstrate 
the efficiency and accuracy of the proposed method.

© 2015 Elsevier Inc. All rights reserved.

1. Introduction

In this paper, we consider the numerical simulation of second order elliptic problems with highly oscillating and strongly 
heterogeneous coefficients. This kind of problems, generally referred to as multiscale problems, are often used to describe 
the models arising in composite materials and flows in porous media. Due to the highly heterogeneous fine scale structure 
in the whole computational domain, it is extremely challenging to solve these problems numerically. The standard finite 
element method (FEM) usually requires very fine meshes and hence tremendous amount of computer memory and CPU 
time. To overcome the lack of performance of standard FEMs in cases where the coefficients have high variations, many 
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multiscale numerical methods have been developed and studied in the past several decades, see e.g. [1–12]. Most of them 
are designed to solve the multiscale problems on meshes that are coarser than the scale of oscillations. The small-scale effect 
on the coarse scale is either captured by localized multiscale basis functions or modeled into the coarse-scale equations with 
a prescribed analytical form. The resulting modified coarse problem can then be solved numerically and its solution contains 
crucial information from the fine scales.

In this paper, we focus on the multiscale finite element method (MsFEM) introduced in [13–15], which aims to construct 
the multiscale basis functions from the local solutions of the elliptic operator for finite element formulation. Many exten-
sions and applications of the MsFEM have been done in the past fifteen years. See for example, the MsFEMs for nonlinear 
problems [16,17], the MsFEM for two phase flow in porous media [18], the MsFEMs using limited global information [19], 
the Petrov–Galerkin version of MsFEM using the conforming test functions [20], the mixed MsFEM [21–24], the modified 
MsFEM for advection diffusion equations presented in [25], the multiscale finite volume method for subsurface flow sim-
ulation proposed in [26], the MsFEMs for elliptic interface problems with high contrast coefficients [27] and for solving 
high-contrast problems using local spectral basis functions [28]. We refer the reader to the book [29] for more discussions 
on the theory and applications of MsFEMs.

It is shown in [15] that the classical MsFEM suffers from a so called resonance error which manifests as a ratio between 
the characteristic size of the small scale and the mesh size of the coarse grid; the error becomes large when these two scales 
are close. There are two different sources accounting for this error. The first one is the mismatch between the local boundary 
conditions imposed for the basis functions and the global nature of the oscillatory solution, which can be effectively removed 
by using an oversampling technique [14]. The second source of scale resonance is due to the mismatch between the mesh 
size and the “perfect” sample size. In the periodic case, the “perfect” sample size should be some multiple of the periodic 
cell. It has been found that the Petrov–Galerkin version of MsFEM can eliminate this cell resonance error completely by 
using the oversampling technique to construct the basis functions but using the conforming piecewise linear functions as 
test functions (see [20]). In the periodic setting, the paper [30] proposed a regularization of the local problems by adding 
a zero-order term, which can reduce both sources of the resonance error significantly. We remark that a new oversampling 
strategy based on an additional constrained for the solution spaces of the local problems can prevent resonance errors even 
for general L∞ coefficients without any assumptions such as periodicity or scale separation (see [31]).

However, in a lot of applications, the multiscale problems may have singularities in some special portions of the com-
putational domain, such as, high contrast channels that connect the boundaries of coarse-grid blocks [28,32–34], or the 
Dirac function singularities which stems from the simulation of steady flow transport through highly heterogeneous porous 
media driven by extraction wells [35]. The standard FEM or oversampling MsFEM/MsPGM may be inefficient for this class 
of problems. Consequently, there has been a lot of work on the numerical methods for such problems. See for example, the 
MsFEMs by use of local spectral basis functions for high-contrast problems [28], an adaptive generalized MsFEM for high-
contrast flow problems [36], a complete multiscale coarse grid algorithm by using the Green functions for solving steady 
flow problem involving well singularities in heterogeneous porous medium [35]. In this paper, we concentrate on a rather 
recent approach called the combined finite element and oversampling multiscale finite element method (FE-OMsFEM) that 
was proposed by W. Deng and H. Wu [37], which uses the standard FEM on a fine mesh of the problematic part of the 
domain and the oversampling MsFEM on a coarse mesh of the other part. The transmission condition on the interface be-
tween coarse and fine meshes is dealt with the penalty technique (see [38–41]). In general, they deal with the transmission 
condition on the interface by penalizing the jumps from the function values as well as the fluxes of the finite element 
solution on the fine mesh to those of the oversampling multiscale finite element solution on the coarse mesh. It is shown 
[37] that the FE-OMsFEM can solve the multiscale elliptic problems with fine and long-ranged high contrast channels or the 
well singularities very efficiently.

In this paper, we are concerned with the combination of the traditional FEM and the Petrov–Galerkin version of MsFEM. 
Note that the traditional FEM has many excellences to deal with the singularities, such as, refining the mesh or enlarging the 
polynomial order of the FE space. At the same time, the Petrov–Galerkin method can decrease the computational complexity 
significantly, allowing for more efficient solution algorithms. Furthermore, the Petrov–Galerkin version of MsFEM has no 
nonconforming error due to the conforming piecewise linear test space. Thus, in order to take advantages of both methods, 
we introduce a combined finite element and oversampling multiscale Petrov–Galerkin method (FE-OMsPGM) to solve the 
multiscale problems which may have singularities. The idea of this new approach is to utilize the traditional FEM directly 
on a fine mesh of the problematic part of the domain and use the OMsPGM on a coarse mesh of the other part, which 
is closely related to the FE-OMsFEM. The transmission condition across the FE-OMsPG interface is treated by the penalty 
technique. Although the penalty term of the fluxes is the same as that of the FE-OMsFEM, we deal with the jump term of 
the solution in a new function expression between the coarse and fine meshes. Comparing to the implement of FE-OMsFEM, 
there are two key issues of the FE-OMsPGM to consider. The first one is how to define its bilinear form, which needs to use 
the transfer operator between the approximation space and the test function space. We emphasis that the bilinear form of 
FE-OMsPGM introduced in this paper is not just a direct extension of FE-OMsFEM that replaces the multiscale test function 
space with the conforming piecewise linear function space. More delicate choice of the terms of bilinear form should be 
made. The second one is how to show the inf-sup condition or coercive condition of the bilinear form.

We remark that although the theoretical analysis is based on the homogenization theory under the assumption that 
the oscillating coefficient is periodic, our method is not restrict to the periodic case. The numerical results show that the 
introduced FE-OMsPGM is very efficient for random generated coefficients. Recently, the multiscale methods on localization 



724 F. Song et al. / Journal of Computational Physics 305 (2016) 722–743
of the elliptic multiscale problems with highly varying (non-periodic) coefficients are studied in some papers. For instance, 
the new variational multiscale methods are presented in [42,43]; the discontinuous Galerkin multiscale methods for second 
order elliptic problems and convection–diffusion problems are proposed in [44,45]; a new oversampling strategy for the 
MsFEM is presented in [31]. In the future work, we will give more extensions and developments on our combined methods 
with the new oversampling strategy.

The remainder of this paper is organized as follows. In Section 2 we first present the model problem, and recall the 
OMsPGM for it, then derive the formulation of FE-OMsPGM. The Section 3 is devoted to error estimate of our method. 
It includes the homogenization theory, some preliminaries and the main result. In Section 4 we first give several nu-
merical examples with periodic coefficients to demonstrate the accuracy of the method. Then we do some experiments 
to study how the size of oversampling elements affects the errors. Finally, we apply our method to multiscale problems 
on the L-shaped domain, to a multiscale problem which has fine and long-ranged high-contrast channels as well as the 
multiscale problems with well-singularity to demonstrate the efficiency of the method. Conclusions are drawn in the last 
section.

Throughout this paper, the Einstein summation convention is used: summation is taken over repeated indices. Standard 
notation on Lebesgue and Sobolev spaces is employed. Subsequently C, C0, C1, · · · denote generic constants, which are 
independent of ε, H, h and d, unless otherwise stated. We also use the shorthand notation A � B and B � A for the 
inequality A ≤ C B and B ≤ C A. The notation A � B is equivalent to the statement A � B and B � A.

2. FE-OMsPGM formulation

Let � ⊂ Rn , n = 2, 3 be a polyhedral domain, and consider the following elliptic model problem:{ −∇ · (aε(x)∇uε(x)) = f (x) in�,

uε(x) = 0 on ∂�,
(2.1)

where ε � 1 is a small parameter characterizing the small scale in the physical problem, f ∈ L2(�), aε
i j ∈ L∞(�), 1 ≤ i, j ≤ n, 

and aε(x) = (aε
i j(x)) is a symmetric, positive definite matrix:

λ|ξ |2 ≤ aε
i j(x)ξiξ j ≤ �|ξ |2 ∀ξ ∈ Rn, x ∈ �̄ (2.2)

for some positive constants λ and �.
In the following subsection we first briefly describe the Petrov–Galerkin version of oversampling MsFEM for the model 

problem (cf. [20,29]). Then, we introduce our combined FE and OMsPG method for the multiscale problem.

2.1. OMsPGM for the model problem

Let TH be a shape-regular and quasi-uniform triangulation of the domain �. To recall the OMsPGM for (2.1), we need 
the oversampling MsFE space on TH defined as follows (cf. [46,14,29]). For any K ∈ TH with nodes {xK

i }n+1
i=1 , let {ϕK

i }n+1
i=1 be 

the basis of P1(K ) satisfying ϕK
i (xK

j ) = δi j, 1 ≤ i, j ≤ n + 1, where δi j stands for the Kronecker’s symbol. For any K ∈ TH , 
we denote by S = S(K ) a macro-element (simplex) which contains K , and ∂ S is away from ∂ K at some distance dS(K ) :=
dist(K , ∂ S) (to be specified later). See Fig. 3 for an illustration.

Denote by {ϕ S
i }n+1

i=1 the nodal basis of P1(S) such that ϕ S
i (xS

j ) = δi j , 1 ≤ i, j ≤ n + 1, where xS
j are vertices of S . Let 

ψ S
i ∈ H1(S), i = 1, · · · , n + 1, be the solution of the problem:

−∇ · (aε∇ψ S
i ) = 0 in S, ψ S

i |∂ S = ϕ S
i . (2.3)

The oversampling multiscale finite element basis functions over K are defined by

ψ̄ K
i =

n+1∑
j=1

cK
i j ψ

S
j |K in K , i = 1, · · · ,n + 1, (2.4)

with the constants cK
i j determined by

ϕK
i =

n+1∑
j=1

cK
i j ϕ

S
j |K in K , i = 1, · · · ,n + 1. (2.5)

The existence of the constants cK
i j is guaranteed because {ϕ S

j }n+1
j=1 forms a basis of P1(K ).

Let OMS(K ) = span {ψ̄ K
i }n+1

i=1 be the set of space functions on K . Define the projection �K : OMS(K ) → P1(K ) as

�K ψ = ciϕ
K if ψ = ciψ̄

K ∈ OMS(K ).
i i
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Fig. 1. Example of oversampling basis functions. Left: basis function for periodic media. Right: basis function for random media.

Introduce the space of discontinuous piecewise “OMS” functions and the space of discontinuous piecewise linear functions:

V ms
H,dc = {ψH : ψH |K ∈ OMS(K ) ∀K ∈ TH },

V H,dc = {v H : v H |K ∈ P1(K ) ∀K ∈ TH }.
Here we use the abbreviated indexes ‘ms’, ‘dc’, and ‘nc’ for multiscale, discontinuous and nonconforming, respectively. Define 
�H : V ms

H,dc → V H,dc through the relation

�HψH |K = �K ψH for any K ∈ TH ,ψH ∈ V ms
H,dc.

The oversampling multiscale finite element space on TH is then defined as

V ms
H,nc = {ψH ∈ V ms

H,dc : �HψH ∈ V H ⊂ H1
0(�)},

where V H = V H,dc ∩ H1
0(�) is the H1-conforming linear finite element space over TH . In general, V ms

H,nc �⊂ H1
0(�) and the 

requirement �HψH ∈ V H is to impose certain continuity of the functions ψH ∈ V ms
H,nc across the inter-element boundaries. 

Noting that �K ψ̄ K
i = ϕK

i , the condition of �HψH ∈ V H is satisfied if the global degrees of freedom are taken at the vertices 
of the mesh. For illustrations of some multiscale basis functions, we refer to Fig. 1.

Hence, the oversampling MsPGM is defined as follows: Find U ms
H ∈ V ms

H,nc such that:

∑
K∈TH

∫
K

aε∇U ms
H · ∇v dx =

∫
�

f v dx ∀v ∈ V H .

2.2. FE-OMsPGM formulation

In this subsection we present the combined FE and OMsPG method for the model problem. We always assume that 
there is no coefficient information available outside of the computing domain. We first separate the computational domain 
� into two parts �1 and �2 such that �1 is the union of sub-domains where we will use the traditional FEM and �2
is the union of sub-domains where we will use the oversampling MsPGM. For our setting, we always have �2 ⊂⊂ � and 
� = �1 ∪ �2 ∪ �, where � = ∂�1 ∩ ∂�2 is the interface of �1 and �2 (see Fig. 2 for an illustration). Note that we put the 
elements adjacent to the boundary ∂� into �1 and use the traditional FEM there to avoid using the outside information of 
the coefficient.

Remark 1. It is easy to see that the OMsPG cell problem (2.3) defining in the boundary element (element adjacent to the 
boundary) utilizes the coefficient information outside of the research domain. There are several approaches to deal with this 
issue besides using the traditional FEM near the boundary. One is to use the classical MsFE space (without oversampling) 
instead of the oversampling one in the elements adjacent to the boundary, while to apply oversampling MsFE space to the 
inside elements. We call this method as the mixed basis MsPGM. Another one is to modify the definition of the oversampling 
elements near the boundary as follows. The oversampling domain K̃ for the boundary element K would simply be S(K ) ∩�, 
and the boundary condition for the oversampling domain would be the same boundary condition for ∂� ∩ ∂ K̃ , which, for 
example, may be chosen as linear boundary condition on ∂ K̃ \ ∂�.
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Fig. 2. A separation of the domain and a sample mesh.

The authors think both approaches do not affect the convergence order of the classical oversampling MsPGM because 
they only change the classical oversampling bases in a very small region (with measure O (H)). But both of them perform 
worse in our numerical experiments than either the classical oversampling MsPGM (which uses coefficients outside the 
computational domain) or the FE-OMsPGM.

For simplicity, we assume that the length/area of � satisfies |�| = O (1), and � is Lipschitz continuous. Let Th,1 and 
TH,2 be the shape-regular and quasi-uniform triangulations of the domain �1 and �2 respectively, and denote �h and �H

the two partitions of the interface � induced by Th,1 and TH,2, respectively. For any element K ∈ Th,1 (or K ∈ TH,2), we 
define hK (or H K ) as diam(K ). Similarly, for each edge/face e of Ke ∈ Th,1 (or E of K E ∈ TH,2), define he as diam(e) (or 
H E as diam(E)). Denote by h = maxK∈Th,1 hK and H = maxK∈TH,2 H K . We assume that, for h < H , on the interface �, TH,2
and Th,1 satisfy the matching condition that �h is a refinement of �H . Clearly, each edge/face in �H is composed of some 
edges/faces in �h . Combining the two triangulations together, we define Th,H as the triangulation of � (see Fig. 2 for an 
illustration of triangulation).

For any point on �, we associate a unit normal n, which is oriented from �1 to �2. For any piecewise H1 function v
over Th,H , denote by vi := v|�i , i = 1, 2, and define the jump [v] and average {v} on the interface � as

[v] := v1|� − v2|�, {v} := v1|� + v2|�
2

, (2.6)

where vi |�, i = 1, 2, are the traces of vi on the interface �.
To present the FE-OMsPGM formulation, we introduce the following “energy” space:

V :=
{

v : v|�i = vi, where vi ∈ H1
0(�) ∩ Hs(�), i = 1,2

}
, s >

3

2
. (2.7)

Testing the elliptic problem (2.1) by any v ∈ V , using integration by parts, and using the identity [v w] = {v} [w] + [v] {w}, 
we obtain the weak formulation of (2.1):

2∑
i=1

∫
�i

aε∇uε · ∇v dx −
∫
�

{
aε∇uε · n

}
[v] ds =

∫
�

f v dx. (2.8)

From now on, the spaces that only have an index H are restricted to �2, the spaces with only index h are restricted 
to �1 and the spaces with both H and h are defined on the whole �. Similar to the OMsPGM in Subsection 2.1, we 
introduce the space of discontinuous piecewise “OMS” functions and the space of discontinuous piecewise linear functions 
on TH,2:

V ms
H,dc = {ψH : ψH |K ∈ OMS(K ) ∀K ∈ TH,2},

V H,dc = {v H : v H |K ∈ P1(K ) ∀K ∈ TH,2}.
Define �H : V ms

H,dc → V H,dc through the relation:

�HψH |K = �K ψH for any K ∈ TH,2,ψH ∈ V ms .
H,dc
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The oversampling multiscale finite element space on TH,2 is then defined as

V ms
H,nc = {ψH ∈ V ms

H,dc : �HψH ∈ V H ⊂ H1(�2)},
where V H = V H,dc ∩ H1(�2) is the H1-conforming linear finite element space over TH,2.

Denote by Vh the H1-conforming linear finite element space over Th,1 and denote

V 0
h := {vh ∈ Vh : vh = 0 on ∂�1/�} . (2.9)

We define the FE-OMsPGM approximation space V ms
h,H as

V ms
h,H :=

{
ψh,H : ψh,H |�1 = ψh,ψh,H |�2 = ψH , where ψh ∈ V 0

h , ψH ∈ V ms
H,nc

}
. (2.10)

And denote the test function space Vh,H as

Vh,H :=
{

vh,H : vh,H |�1 = vh, vh,H |�2 = v H , where vh ∈ V 0
h , v H ∈ V H

}
. (2.11)

Notice that Vh,H ⊂ V is obvious.
To define the discrete bilinear form, we need the transfer operator � : V ms

h,H → Vh,H as follows:

(�ψh,H )|K =
{

�K (ψh,H |K ), ∀K ∈ TH,2;
ψh,H |K , ∀K ∈ Th,1,

for any ψh,H ∈ V ms
h,H . (2.12)

Remark 2. Since the trial function and the test function are not in the same space, it is necessary to connect the two spaces 
through the above transfer operator � in the proof of coercive condition of the following bilinear form.

Define the discrete bilinear form Aβ(·, ·) on V ms
h,H × V ms

h,H :

Aβ(uh,H , vh,H ) :=
∑

K∈Th,H

∫
K

aε∇uh,H · ∇�vh,H dx −
∑
e∈�h

∫
e

{
aε∇uh,H · n

} [
�vh,H

]
ds

+ β
∑
e∈�h

∫
e

[
�uh,H

] {
aε∇vh,H · n

}
ds + J0(uh,H , vh,H ) + J1(uh,H , vh,H ),

J0(uh,H , vh,H ) :=
∑
e∈�h

γ0

ρ

∫
e

[
�uh,H

] [
�vh,H

]
ds,

J1(uh,H , vh,H ) :=
∑
e∈�h

γ1 ρ

∫
e

[
aε∇uh,H · n

] [
aε∇vh,H · n

]
ds, (2.13)

where β is a real number such as −1, 0, 1, and γ0, γ1, ρ > 0 will be specified later. Define further the linear form F (·) on 
V ms

h,H :

F (vh,H ) :=
∫
�

f �vh,H dx. (2.14)

Then, our combined finite element and oversampling multiscale Petrov–Galerkin method is to find uh,H ∈ V ms
h,H such that

Aβ(uh,H , vh,H ) = F (vh,H ) ∀vh,H ∈ V ms
h,H . (2.15)

Remark 3. (a) The above FE-OMsPGM is not just a trivial extension of the FE-OMsFEM by simply replacing the test function 
vh,H ∈ V ms

h,H in the formulation of the FE-OMsFEM with �vh,H . The design of the last three terms in Aβ is tricky. As a 
matter of fact, we have tried numerically different possibilities of using � (or not before each uh,H or vh,H ) before we 
found that the current form of Aβ in (2.13) is the best one and, most importantly, the corresponding FE-OMsPGM can be 
analyzed theoretically.

(b) The parameter ρ > 0 satisfies that ρ ≤ ε . In fact, it is chosen as ε in our later error analysis, while in practical 
computation, it may be chosen as the mesh size h.
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In order to estimate the error of the FE-OMsPG solution, we introduce the following norm on the discrete space V ms
h,H :

∥∥vh,H
∥∥

1,h,H :=
( ∑

K∈Th,H

‖(aε)1/2∇vh,H‖2
L2(K )

+
∑
e∈�h

ρ

γ0

∥∥{
aε∇vh,H · n

}∥∥2
L2(e)

+
∑
e∈�h

γ1 ρ
∥∥[

aε∇vh,H · n
]∥∥2

L2(e) +
∑
e∈�h

γ0

ρ

∥∥[
�vh,H

]∥∥2
L2(e)

)1/2

.

Noting that the operator � is not defined for the exact solution uε , we introduce the following function to measure the 
error of the discrete solution:

E(v, vh,H ) :=
( ∑

K∈Th,H

‖(aε)1/2∇(v − vh,H )‖2
L2(K )

+
∑
e∈�h

ρ

γ0

∥∥{
aε∇(v − vh,H ) · n

}∥∥2
L2(e)

+
∑
e∈�h

γ1 ρ
∥∥[

aε∇(v − vh,H ) · n
]∥∥2

L2(e) +
∑
e∈�h

γ0

ρ

∥∥[
v − �vh,H

]∥∥2
L2(e)

)1/2

∀v ∈ H2(�), vh,H ∈ V ms
h,H . (2.16)

From the triangle inequality, it is clear that, for any v ∈ H2(�), vh,H , wh,H ∈ V ms
h,H ,

E(v, vh,H ) � E(v, wh,H ) + ∥∥wh,H − vh,H
∥∥

1,h,H . (2.17)

3. Error estimates for the FE-OMsPGM

In this section we derive the H1 error estimate for the FE-OMsPGM in the case where β = −1. For other cases such as 
β = 0, 1, the analysis is similar and is omitted here. The convergence analysis is only done for the periodic coefficient case 
where we assume that aε(x) has the form a(x/ε), and aij(y) is a periodic function in y in a unit cube Y .

Recall that in Section 2 we made some assumptions on the interface and partitions on it as follows:

(H1) The length/area of � satisfies |�| = O (1), and � is Lipschitz continuous.
(H2) On the interface �, TH,2 and Th,1 satisfy the matching condition that �h is a refinement of �H .

For further error analysis, we still need the following assumptions and notations:

(H3) For some constant C0, dist{�, ∂�} ≥ C0 H ≥ h + 2ε > 0.
(H4) aij ∈ W 2,p(Y ) for p > n.
(H5) h < ε < H .
(H6) dS(K ) ≥ C0 H K , where dS(K ) := dist(K , ∂ S) and C0 is the constant from (H3).

Here H, h are the coarse and fine mesh sizes respectively. When there is no influence on the dominance order of error 
estimates, we use frequently ε/H < 1 and h/ε < 1 to simplify the intermediate results upon the assumption (H5).

From (H3), we can define a narrow subdomain �� ⊂⊂ � surrounding � as

�� := � ∪ {x : x ∈ �1,dist(x,�) < h + 2ε}
∪ {x : x ∈ �2, dist(x,�) < H + 2ε}. (3.1)

Furthermore, we introduce several concepts related to the interface �. Define the set of elements accompanying with 
the interface partition �h (or �H ) as follows:

K�h := {K ∈ Th,1 : K has at least one edge/face in �h}, (3.2)

K�H := {K ∈ TH,2 : K has at least one edge/face in �H }. (3.3)

Clearly, from (H1), the number of elements in K�h is O ( 1
hn−1 ) and the number of elements in K�H is O ( 1

Hn−1 ). Denote by

��H = ∪{K : K ∈ K�H }, ��h = ∪{K : K ∈ K�h }. (3.4)

From the definition of �� (see (3.1)), it is clear that ��H , �� ⊂ �� and dist(��H , ∂��), dist(�� , ∂��) ≥ 2ε , respectively.
h h
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3.1. Homogenization theory and multiscale expansion

It is shown that under some mild assumptions (e.g. (H4) above), uε converges weakly in H1 to the solution of the 
homogenized equation (cf. [47,48]):{ −∇ · (a∗∇u0(x)) = f (x) in �,

u0(x) = 0 on ∂�,
(3.5)

where

a∗
i j = 1

|Y |
∫
Y

aik(y)

(
δkj + ∂χ j

∂ yk
(y)

)
dy. (3.6)

Here χ j is the periodic solution of the cell problem:

−∇y · (a(y)∇yχ
j(y)) = ∇y · (a(y)e j), j = 1, · · · ,n (3.7)

with zero mean, i.e., 
∫

Y χ jdy = 0, and e j is the unit vector in the jth direction.
In our analysis, we need the facts that 

∣∣∇χ j(x/ε)
∣∣ � ε−1, 

∣∣∇2χ j(x/ε)
∣∣ � ε−2. Both of them follow from the periodicity, 

(H4), and the embedding W 2,p(Y ) in W 1,∞(Y ) for p > n (see [49, Theorem 15.1 in Chapter 3]).
Let θε denote the boundary corrector which is the solution of

−∇ · (aε∇θε) = 0 in �,

θε = −χ j(x/ε)
∂u0(x)

∂x j
on ∂�.

(3.8)

From the Maximum Principle, we have

‖θε‖L∞(�) � |u0|W 1,∞(�) . (3.9)

In the following part, for convenience’s sake, we will set

u1(x, x/ε) = u0(x) + εχ j(x/ε)
∂u0(x)

∂x j
. (3.10)

Recall that ψ S
i , i = 1, · · · , n + 1 are defined by (2.3). By the asymptotic expansion (cf. [13,20]), we know that

ψ S
i = ϕ S

i + εχ j(x/ε)
∂ϕ S

i

∂x j
+ εη j(x)

∂ϕ S
i

∂x j
,

with η j being the solution of

−∇ · (aε∇η j) = 0 in S, η j
∣∣
∂ S = −χ j(x/ε). (3.11)

Therefore the oversampling MsFE basis function ψ̄ K
i (see (2.4)) has the following expansion:

ψ̄ K
i = ϕK

i + εχ j(x/ε)
∂ϕK

i

∂x j
+ εη j(x)

∂ϕK
i

∂x j
, (3.12)

where {ϕK
i }n+1

i=1 are the bases of P1(K ) satisfying ϕK
i (xK

j ) = δi j .
By the Maximum Principle we have∥∥∥η j

∥∥∥
L∞(S)

≤
∣∣∣χ j

∣∣∣
L∞(S)

� 1, (3.13)

which together with the interior gradient estimate (see [37, Lemma 3.6] or [13, Proposition C.1]) imply that

∥∥∥∇η j
∥∥∥

L∞(K )
� d−1

S(K )

∥∥∥η j
∥∥∥

L∞(S)
� 1

dS(K )

. (3.14)
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3.2. Preliminaries

We first recall a trace inequality which is a direct consequence of the standard trace inequality ([50, Theorem 1.6.6, 
p. 39]) and the scaling argument (cf. [51]).

Lemma 3.1. Let K be an element of the triangulation TH,2 (or Th,1). Then, for any v ∈ H1(K ), we have

‖v‖L2(∂ K ) ≤ C
(

diam(K )−1/2 ‖v‖L2(K ) + ‖v‖1/2
L2(K )

‖∇v‖1/2
L2(K )

)
. (3.15)

Next, we recall the stability estimate for �H , which will be used in our later analysis. The proof is similar to that of 
Lemma 5.1 in [37]. We arrange it in Appendix A.

Lemma 3.2. Assume that (H4)–(H6) hold. Then there exist positive constants β0, α1 and α2 which are independent of H and ε such 
that if ε/H K ≤ β0 for all K ∈ TH,2 , then the following estimates are valid for all v H ∈ V ms

H,nc,

‖∇v H‖L2(K ) � ‖∇�H v H‖L2(K ) , (3.16)

α2 ‖∇v H‖2
L2(K )

≤
∣∣∣∣∣∣
∫
K

aε∇v H · ∇�H v H

∣∣∣∣∣∣ ≤ α1 ‖∇v H‖2
L2(K )

. (3.17)

The following lemma gives an inverse estimate for the function in space OMS(K ) (see [37, Lemma 5.2]):

Lemma 3.3. Under the assumptions of Lemma 3.2 we have the following estimate:

|v H |H2(K ) �
1

ε
‖∇v H‖L2(K ) ∀ v H ∈ OMS(K ). (3.18)

Since the convergence analysis is only done for the periodic coefficient case, we will fix ρ = ε in the later analysis. The 
following lemma gives the continuity and coercivity of the bilinear form Aβ(·, ·) for the FE-OMsPGM:

Lemma 3.4. We have∣∣Aβ(uh,H , vh,H )
∣∣ ≤ C

∥∥uh,H
∥∥

1,h,H

∥∥vh,H
∥∥

1,h,H ∀ uh,H , vh,H ∈ V ms
h,H . (3.19)

Further, let the assumptions of Lemma 3.3 be fulfilled. Then for any 0 < γ1 � 1, there exists a constant α0 independent of h, H, ε , and 
γ0 , γ1 such that, if γ0 ≥ α0/γ1 , then

Aβ(vh,H , vh,H ) ≥ κ
∥∥vh,H

∥∥2
1,h,H ∀ vh,H ∈ V ms

h,H , (3.20)

where κ > 0 is a constant independent of h, H, ε , γ0, and γ1 .

Proof. From the definition of the norms, the Cauchy–Schwarz inequality and Lemma 3.2, it follows (3.19) immediately.
It remains to prove (3.20). From (3.17), we have

Aβ(vh,H , vh,H ) ≥ C
∑

K∈Th,H

∥∥∥(aε)1/2∇vh,H

∥∥∥2

L2(K )
− 2

∑
e∈�h

∫
e

{
aε∇vh,H · n

} [
�vh,H

]

+
∑
e∈�h

γ0

ε

∥∥[
�vh,H

]∥∥2
L2(e) +

∑
e∈�h

γ1 ε
∥∥[

aε∇vh,H · n
]∥∥2

L2(e) .

It is obvious that,

2
∑
e∈�h

∫
e

{
aε∇vh,H · n

} [
�vh,H

] ≤ 2
∑
e∈�h

∥∥{
aε∇vh,H · n

}∥∥
L2(e)

∥∥[
�vh,H

]∥∥
L2(e)

≤
∑
e∈�h

γ0

2ε

∥∥[
�vh,H

]∥∥2
L2(e) +

∑
e∈�h

2ε

γ0

∥∥{
aε∇vh,H · n

}∥∥2
L2(e) .

Hence, we obtain
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Aβ(vh,H , vh,H ) ≥ C
∑

K∈Th,H

∥∥∥(aε)1/2∇vh,H

∥∥∥2

L2(K )
+ 1

2

∑
e∈�h

γ0

ε

∥∥[
�vh,H

]∥∥2
L2(e) + 1

2

∑
e∈�h

ε

γ0

∥∥{
aε∇vh,H · n

}∥∥2
L2(e)

+
∑
e∈�h

γ1 ε
∥∥[

aε∇vh,H · n
]∥∥2

L2(e) − 5

2

∑
e∈�h

ε

γ0

∥∥{
aε∇vh,H · n

}∥∥2
L2(e) . (3.21)

Note that, for any e ∈ �h ,

{
aε∇vh,H · n

} ∣∣∣
e
= (aε∇v H ) · n + 1

2

[
aε∇vh,H · n

] ∣∣∣
e
,

where v H := (vh,H )|�2 . Hence, by use of the inverse estimate (3.18), Lemma 3.1, and ε < H , we have

∑
e∈�h

ε

γ0

∥∥{aε∇vh,H · n}∥∥2
L2(e) =

∑
e∈�h

ε

γ0

∥∥∥∥aε∇v H · n + 1

2
[aε∇vh,H · n]

∥∥∥∥
2

L2(e)

≤
∑

E∈�H

2ε

γ0

∥∥aε∇v H · n
∥∥2

L2(E)
+

∑
e∈�h

1

2γ1γ0
γ1ε

∥∥[aε∇vh,H · n]∥∥2
L2(e)

≤
∑
K E

2C1

γ0

∥∥∥(aε)
1
2 ∇v H

∥∥∥2

L2(K E )
+

∑
e∈�h

1

2γ1γ0
γ1ε

∥∥[aε∇vh,H · n]∥∥2
L2(e) , (3.22)

where K E ∈ TH,2 is the element containing E . Therefore, from (3.21) and (3.22), we have

Aβ(vh,H , vh,H ) ≥
(

C − 5C1γ1

γ0γ1

) ∑
K∈Th,H

∥∥∥(aε)1/2∇vh,H

∥∥∥2

L2(K )
+ 1

2

∑
e∈�h

γ0

ε

∥∥[
�vh,H

]∥∥2
L2(e)

+ 1

2

∑
e∈�h

ε

γ0

∥∥{
aε∇vh,H · n

}∥∥2
L2(e) +

(
1 − 5

4γ0γ1

) ∑
e∈�h

γ1 ε
∥∥[

aε∇vh,H · n
]∥∥2

L2(e) .

Noting that γ1 � 1, there exists a constant α0 > 0 independent of h, H, ε such that if γ0γ1 ≥ α0 then 5C1γ1
γ0γ1

< C
2 and 

5
4γ0γ1

≤ 1
2 . Then by choosing κ = min( C

2 , 12 ), it follows (3.20). This completes the proof. �
Remark 4. For the case where β = 1, the coercivity of Aβ holds under the condition that γ0 � 1/γ1 since the second and 
third terms of Aβ(vh,H , vh,H ) are canceled directly.

Next we give the following lemma which is an analogue of the Céa’s lemma:

Lemma 3.5. There exists a constant α0 independent of h, H, ε , and γ0, γ1 such that for 0 < γ1 � 1, γ0 ≥ α0/γ1 , the following 
inequality holds:

E(uε, uh,H ) � inf
vh,H ∈V ms

h,H

E(uε, vh,H ), (3.23)

where the error function E is defined in (2.16).

Proof. It is clear that by Lemma 3.4 we have

∥∥uh,H − vh,H
∥∥2

1,h,H � Aβ(uh,H − vh,H , uh,H − vh,H )

= Aβ(uh,H , uh,H − vh,H ) − Aβ(vh,H , uh,H − vh,H )

= ( f ,�(uh,H − vh,H )) − Aβ(vh,H , uh,H − vh,H )

From the weak formulation (2.8), it follows that

( f ,�(uh,H − vh,H )) =
∑

K∈Th,H

∫
K

aε∇uε · ∇�(uh,H − vh,H )dx −
∑
e∈�h

∫
e

{
aε∇uε · n

} [
�(uh,H − vh,H )

]
ds

Thus, noticing the facts that [uε ] = 0 and [aε∇uε · n] = 0, we have
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( f ,�(uh,H − vh,H )) − Aβ(vh,H , uh,H − vh,H )

=
∑

K∈Th,H

∫
K

aε∇(uε − vh,H ) · ∇�(uh,H − vh,H )dx −
∑
e∈�h

∫
e

{
aε∇(uε − vh,H ) · n

} [
�(uh,H − vh,H )

]
ds

+
∑
e∈�h

γ1ε

∫
e

[
aε∇(uε − vh,H ) · n

] [
aε∇(uh,H − vh,H ) · n

]
ds

+
∑
e∈�h

∫
e

{
aε∇(uh,H − vh,H ) · n

} [
�vh,H − uε

]
ds −

∑
e∈�h

γ0

ε

∫
e

[
�vh,H − uε

] [
�(uh,H − vh,H )

]
ds

� E(uε, vh,H )
∥∥uh,H − vh,H

∥∥
1,h,H .

Hence, we have∥∥uh,H − vh,H
∥∥

1,h,H � E(uε, vh,H ),

which together with (2.17) yields

E(uε, uh,H ) � E(uε, vh,H ) + ∥∥uh,H − vh,H
∥∥

1,h,H � E(uε, vh,H ).

This completes the proof of the lemma. �
3.3. Main result

Now, we are ready to present the main result of the paper which gives the error estimate for the FE-OMsPGM.

Theorem 3.1. Let uε be the solution of (2.1), and let uh,H be the numerical solution computed using FE-OMsPGM defined by (2.15). 
Assume that u0 ∈ H2(�) ∩ W 1,∞(�), f ∈ L2(�) and f |�� ∈ H1(��), that the assumptions (H1)–(H6) hold, and that the penalty 
parameters satisfy 0 < γ1 � 1 and γ0 ≥ α0/γ1 . Then there exists a constant γ independent of H and ε such that if ε/H K ≤ γ for all 
K ∈ TH,2 , the following error estimate holds:

E(uε, uh,H ) �
(√

ε + ε

d
+ h

ε
|�1|1/2

)
|u0|W 1,∞(�) + H ‖u0‖H2(�)

+ H2

√
ε

|u0|H2(��)√|��| + ε2 ‖∇ f ‖L2(��) , (3.24)

where d = minK∈TH,2 dS(K ) .

The proof is similar to that of Theorem 5.5 in [37]. We arrange it in Appendix A for the interested reader.

Remark 5. (a) The error bound consists of three parts: the first part of order O  
(√

ε + ε
d + H

)
from the oversampling 

MsPG approximation in �2, the second part of order O  
(

h

ε
|�1|1/2

)
from the FE approximation in �1, and the third part 

H2

√
ε

|u0|H2(��)√|�� | + ε2 ‖∇ f ‖L2(��) from the penalizations on �.

(b) In [37], it is shown that the H1 error between uε and the FE-OMsFEM solution has the oscillating term ε
H . Here it is 

removed by the Petrov–Galerkin version of OMsFEM.

4. Numerical tests

In this section, we first do some numerical experiments to show the accuracy of the proposed FE-OMsPGM. And then we 
study how the size of oversampling elements affects the errors. At last, we show some numerical experiments which deal 
with the multiscale elliptic problems on the L-shaped domain, and the multiscale problems with high contrast channels or 
well-singularities to demonstrate the robustness and convincing of the proposed method. In all computations, we do not 
assume that the values of the diffusion coefficient are available outside of the computing domain. In order to illustrate the 
performance of our method, we also implement three other kinds of methods: FE-OMsFEM introduced in [37], the standard 
MsFEM in Petrov–Galerkin formulation (MsPGM), and mixed basis MsPGM (see Remark 1). We also show the results of the 
standard linear FEM on the corresponding coarse grid to get a feeling for the accuracy of the multiscale methods.

For the methods FE-OMsPGM, FE-OMsFEM and mixed basis MsPGM, the triangulation may be done by the same way as 
that of [37]. We recall the procedure as follows:
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Fig. 3. The element K and its oversampling element S(K ): lower-right elements (left) and upper-left elements (right).

• First, we triangulate the domain � with a coarse mesh whose mesh size H is much bigger than ε .
• Secondly, we choose the union of coarse-grid elements adjacent to the boundary ∂� (and the channels or wells if exist) 

as �1 and denote � \ �1 by �2. For example, in our tests, we choose two layers of coarse-grid elements (and the 
coarse-grid elements containing the channels or wells if exist) to form the domain �1. Hence the distance of � away 
from ∂� is 2H .

• Finally, in �2, we use the oversampling MsFE basis on coarse-grid elements. While, in �1 we use the traditional linear 
FE basis on a fine mesh for the FE-OMsPGM (FE-OMsFEM), or use the standard MsFE basis on coarse-grid elements for 
the mixed basis MsPGM. In our tests, we fix the size of the fine mesh h = 1/1024 which is small enough to resolve the 
smallest scale of oscillations.

In the following tests, for simplicity, we use the standard triangulations on the subdomain �2 (�1), that is, TH,2 (Th,1) 
are constructed by first dividing the subdomain �2 (�1) into sub-squares of equal length H (h) and then connecting the 
lower-left and the upper-right vertices of each sub-square. Please see Fig. 2 for a sample standard triangulation. For any 
coarse-grid element K ∈ TH,2 we put its macro-element S(K ) in such a way such that their barycenters are coincide and 
their corresponding edges are parallel. We assume that all right-angle sides of S(K ), K ∈ TH,2 have the same length denoted 
by H S . Let

d̃ = (H S − H)/3. (4.1)

It is clear that d � d̃. See Fig. 3 for an illustration.
Since there are no exact solutions for the problems computed here, we will solve most of them on a very fine mesh with 

mesh size h f = 1/4096 by use of the traditional linear finite element method and consider their numerical solutions as the 
“exact” solutions which are denoted as ue . Denoting uh as the numerical solutions computed by the methods considered in 
this section, we measure the relative error in L2, L∞ and energy norms as follows:

‖uh − ue‖L2

‖ue‖L2
,

‖uh − ue‖L∞

‖ue‖L∞
,

‖uh − ue‖E

‖ue‖E
,

where

‖v‖E :=
⎛
⎝ ∑

K∈TH,2

‖(aε)1/2∇v‖2
L2(K )

+
∥∥∥(aε)1/2∇v

∥∥∥2

L2(�1)
+ ‖v‖2

L2(�)

⎞
⎠

1/2

.

In all tests, the coefficient aε is chosen as the form aε = aε I where aε is a scalar function and I is the 2 by 2 identity 
matrix.

4.1. Accuracy of FE-OMsPGM

The purpose of the first numerical test is to demonstrate the accuracy of the FE-OMsPGM. To do this, we consider 
the model problem (2.1) in the squared domain � = [0, 1] × [0, 1]. Note that we set �1 = {x : dist(x, ∂�) < 2H} and use 
the traditional FEM there to avoid using the outside information of the coefficient. Assume that f = 1 and the coefficient 
aε(x1, x2) has the following periodic form:

aε(x1, x2) = 2 + 1.8 sin(2πx1/ε)

2 + 1.8 cos(2πx2/ε)
+ 2 + 1.8 sin(2πx2/ε)

2 + 1.8 sin(2πx1/ε)
, (4.2)

where we fix ε = 1/100. In our FE-OMsPGM, we consider two choices of the parameter ρ . The first choice is ρ = ε as stated 
in our theoretical analysis, while the other one ρ = h, the size of the fine mesh. The second choice is useful when the scales 
are non-separable. We first choose H = 1/32 and report the relative errors in the L2, L∞ and energy norms in Table 1. We 
can see that the FE-OMsPGMs give the most accurate results among the methods considered here. Especially, when we take 
ρ = h, the FE-OMsPGM still works well. We also compare the CPU time T1 and T2 spent by the methods, where T1 is the 
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Table 1
Compare different methods to show the accuracy of FE-OMsPGM in periodic case given by (4.2). ε = 1/100, d̃ = H = 1/32, h = 1/1024, γ0 = 20, γ1 = 0.1.

Relative error L2 L∞ Energy norm CPU time (s)

T1 T2

FEM 0.1150e−00 0.2311e−00 0.8790e−00 0.004 0.001
MsPGM 0.7448e−01 0.7342e−01 0.2929e−00 0.602 0.003
Mixed basis MsPGM 0.3596e−01 0.3656e−01 0.2255e−00 0.602 0.004
FE-OMsFEM (ρ = ε) 0.1432e−01 0.1538e−01 0.1587e−00 0.950 1.466
FE-OMsPGM (ρ = ε) 0.1178e−01 0.1275e−01 0.1583e−00 0.699 1.711
FE-OMsPGM (ρ = h) 0.1198e−01 0.1293e−01 0.1579e−00 0.699 1.711

Table 2
Convergence with respect to H . ρ = ε = 1/100, d̃ = 1/32, h = 1/1024, γ0 = 20, γ1 = 0.1.

Relative error FE-OMsPGM FE-OMsFEM

L2 Energy norm L2 Energy norm

8 × 128 0.1844e−01 0.1676e−00 0.1863e−01 0.1676e−00
16 × 64 0.1490e−01 0.1640e−00 0.1507e−01 0.1640e−00
32 × 32 0.1178e−01 0.1583e−00 0.1432e−01 0.1587e−00
64 × 16 0.1232e−01 0.1577e−00 0.1015e−01 0.1710e−00

Fig. 4. Relative energy error against H .

CPU time of assembling the stiffness matrix, and T2 is the CPU time of solving the discrete system of algebraic equations. 
Notice that the CPU time T1 of our FE-OMsPGMs for assembling the stiffness matrix is shorter than that of FE-OMsFEM 
since the Petrov–Galerkin method can decrease the computational complexity significantly. But the CPU time T2 for solving 
the linear system is a little longer which is due to the fact that the algebraic equation of PG version is nonsymmetric.

The second numerical experiment is to show the coarse mesh size H plays a role as that describing in Theorem 3.1. 
We fix h = 1/1024, d = 1/32 and ε = 1/100. Four kinds of coarse mesh size are chosen. As for H = 1/8, it is denoted as 
8 × 128. Other cases are similar. The results are shown in Table 2. It is easy to see that as H goes smaller, the relative error 
in energy norm goes smaller, which is in agreement with the theoretical results in Theorem 3.1. Relative error in energy 
norm against the distance H is clearly shown in Fig. 4. Note that this result is different from that of FE-OMsFEM in [37, 
Table 6.2], where the error estimate has the term ε/H due to the nonconforming error. In order to show the difference, we 
list the corresponding errors in Table 2 and plot the error in energy norm in Fig. 4 respectively. It is easy to see that as H
goes larger, the relative error in energy norm of FE-OMsFEM goes lower first and goes higher later, which is in agreement 
with the fact its error has the nonconforming error ε/H .
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Fig. 5. Verification of (4.3) for H K = 1/16 (left) and H K = 1/32 (right).

Table 3
Error with respect to d. ρ = ε = 1/100, H = 1/32, h = 1/1024, γ0 = 20, γ1 = 0.1.

Relative error L2 L∞ Energy norm

d̃ = h = H/32 0.34345e−01 0.38675e−01 0.19383e−00
d̃ = 2h = H/16 0.25315e−01 0.28498e−01 0.17498e−00
d̃ = 4h = H/8 0.17002e−01 0.18809e−01 0.16414e−00
d̃ = 8h = H/4 0.12254e−01 0.14488e−01 0.15900e−00
d̃ = 16h = H/2 0.11783e−01 0.13271e−01 0.15871e−00
d̃ = 32h = H 0.11781e−01 0.12753e−01 0.15826e−00
d̃ = 64h = 2H 0.10910e−01 0.11871e−01 0.15825e−00
d̃ = 96h = 3H 0.10454e−01 0.11403e−01 0.15825e−00

4.2. Affection of the size of the oversampling patches

In this subsection we study how the size of oversampling elements affects the errors. For any K ∈ TH,2, we denote by 
S = S(K ) a macro-element (simplex) which contains K and ∂ S is away from ∂ K at some distance dS(K ) := dist(K , ∂ S). It is 
shown that the solution η j of (3.11) satisfies (see also (3.14))

∥∥∥∇η j
∥∥∥

L∞(K )
� 1

dS(K )

. (4.3)

The first experiment is to verify the above inequality for the model example with coefficient (4.2). (H S − H K )×
max j=1,2

∥∥∇η j
∥∥

L∞(K )
is plotted in Fig. 5 for H K = 1/16, 1/32, ε = 1/100, 1/200 and different H S , respectively. From the 

figures we can see that 
∥∥∇η j

∥∥
L∞(K )

· dS(K ) are bounded by a constant from above which is consistent with (4.3).
The second numerical experiment is to show the distance d = minK∈TH,2 dS(K ) defined in the oversampling macro-

element plays an important role as that describing in Theorem 3.1. We set ρ = ε = 1/100, H = 1/32, h = 1/1024. The 
result is shown in Table 3. We can see that as d̃ (note d � d̃) goes larger, the relative error in energy norm goes smaller, 
which is coincided with the theoretical results in Theorem 3.1. We also notice that when d̃ is close to 

√
ε , the errors begin 

to decrease very slowly. Recall that there is a homogenization error 
√

ε in the error estimate (3.24). We think that when d
is large enough, 

√
ε becomes the dominated error instead of ε/d.

4.3. Application to multiscale problems on the L-shape domain

In this subsection, we consider the multiscale problem on the L-shaped domain with the Dirichlet boundary condition. It 
is known that the solution has the singular behavior around reentrant corners. So the classical finite element method fails 
to provide satisfactory result.

We simulate the problems with periodic coefficient (4.2) and random log-normal permeability respectively. The random 
field a(x) is generated by using the moving ellipse average [52] with the variance of the logarithm of the permeability 
σ 2 = 1.0, and the correlation lengths l1 = l2 = 0.01 in x1 and x2 directions, respectively. One realization of the resulting 
random permeability field in our numerical experiments is depicted in Fig. 6. The results are shown in Table 4 and Table 5. 
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Fig. 6. The random log-normal permeability field a(x). amax(x)
amin(x) = 2.9642e+03.

Table 4
Relative errors for the L-shaped problem with periodic coefficient (4.2). ρ = ε = 1/100, h = 1/1024, d̃ = H = 1/16, γ0 = 10, γ1 = 0.1.

Relative error L2 L∞ Energy norm

MsPGM 0.6937e−02 0.3448e−01 0.1989e−00
Mixed basis MsPGM 0.5130e−02 0.3063e−01 0.1326e−00
FE-OMsFEM 0.1428e−02 0.6731e−02 0.4282e−01
FE-OMsPGM 0.1669e−02 0.5252e−02 0.4162e−01

Table 5
Relative errors for the L-shaped problem with random coefficient σ 2 = 1.0 and l1 = l2 = 0.01. ρ = h = 1/1024, d̃ = H = 1/16, 
γ0 = 10, γ1 = 0.1.

Relative error L2 L∞ Energy norm

MsPGM 0.9089e−00 0.1303e+01 0.6486e+02
Mixed basis MsPGM 0.8885e−00 0.1483e+01 0.6307e+02
FE-OMsFEM 0.7427e−02 0.2747e−01 0.1513e−00
FE-OMsPGM 0.7596e−02 0.2424e−01 0.1045e−00

We can see that FE-OMsPGM gives a better approximation than the other three methods. Especially, for the random case, 
both standard MsPGM and mixed basis MsPGM give the wrong approximations to the gradient of solution.

4.4. Application to the multiscale problem with high-contrast channels

In this subsection, we use the FE-OMsPGM to solve the multiscale elliptic problem which has high-contrast channels 
inside the domain. In this test, we use the coefficient depicted in Fig. 7 that corresponds to a coefficient with background 
one and high permeability channels and inclusions with permeability values equal to 105 and 8 × 104 respectively. The 
problematic region is set within a (vertical or horizontal) distance of 2H from the channels. The results are listed in Table 6. 
We observe that our FE-OMsPGM gives much better results than those of MsPGM and mixed basis MsPGM, and gives better 
result than that of FE-OMsFEM in the energy norm.

4.5. Application to multiscale problems with the Dirac function singularities

In this subsection, we consider the elliptic multiscale problem with the Dirac function singularities inside the domain 
(see [35]).

We try to solve the following problem instead of the single phase pressure equation:⎧⎪⎪⎨
⎪⎪⎩

−∇ · (aε(x)∇u(x)) =
2∑

j=1

q jδx̄ j in�,

u(x) = 0 on ∂�,

(4.4)

where δx̄ j is the Dirac measure at x̄ j . The computations are performed on the unit square � = (0, 1) × (0, 1). We consider 
two wells B j = B(x̄ j, δ) with x1 = ( 1

4 , 34 ), x2 = ( 3
4 , 14 ) and the radius δ = 10−5. In the computations, we take q1 = −1 and 

q2 = 1 which corresponds to the situation that the well B1 is an extraction well and B2 is an injection well.
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Fig. 7. Permeability field: aε = 105 in two channels consisting of dark small rectangles; aε = 8 × 104 in small square inclusions; aε = 1 otherwise.

Table 6
Relative errors for the model problem with the permeability depicted in Fig. 7. ρ = h = 1/1024, d̃ = H = 1/32, γ0 = 20, γ1 = 0.1.

Relative error L2 L∞ Energy norm

FEM 0.3339e−00 0.4615e−00 0.8511e+02
MsPGM 0.3551e−00 0.4011e−00 0.5946e−00
Mixed basis MsPGM 0.2477e−00 0.2670e−00 0.4999e−00
FE-OMsFEM 0.4786e−02 0.1362e−01 0.9322e−01
FE-OMsPGM 0.7510e−02 0.1931e−01 0.7857e−01

Table 7
Results of WBP and relative error with coefficient defined by (4.5). ρ = ε = 1/64, d̃ = H = 1/64, h = 1/2048, γ0 = 20, γ1 = 0.1.

Methods Well 1 Well 2

WBP Error WBP Error

MsPGM −7.1895606 0.3342e−00 7.1895606 0.3342e−00
Mixed basis MsPGM −5.8229884 0.8063e−01 6.1887201 0.1485e−00
G-MsFEM −5.3838442 0.8635e−03 5.3739254 0.2704e−02
FE-OMsFEM −5.4041646 0.2908e−02 5.4041646 0.2908e−02
FE-OMsPGM −5.3843102 0.7770e−03 5.3843102 0.7770e−03

First, we assume the coefficient is

aε(x1, x2) = 1

(2 + 1.5 sin 2πx1
ε )(2 + 1.5 sin 2πx2

ε )
. (4.5)

The exact solution of the problem is unknown and so we compute the “exact” solution using the method introduced in [35, 
Section 6] based on the well resolved solution on a uniform 2048 × 2048 mesh. In this test, we take ε = 1/64, the “exact” 
well bore pressures are α1 = −5.3884973 in the first well and α2 = 5.3884973 in the second well (see [35, Example 7.1]).

In this test, both FE-OMsPGM and FE-OMsFEM are implemented via refining the coarse-grid elements around the wells 
as well as the union of coarse-grid elements adjacent to the boundary ∂�. We also show the results obtained by the 
Algorithm 7.1 in [35], where the method needs to compute the discrete Green functions in a very fine mesh. We refer this 
method as G-MsFEM which uses the developed new Peaceman method to compute the WBPs (see [35, Section 6]). For other 
methods, we use the Peaceman model [53,54] to compute the WBPs on each well instead of the developed new Peaceman 
method since the bilinear form Aβ(·, ·) of our method is nonsymmetric. The results are listed in Table 7. We can see that 
our FE-OMsPGM provides a better approximation of the WBP than G-MsFEM, and a much better approximation than the 
other methods in this example.

Next, we test the performance of our method for a random log-normal permeability field. We generate the random field 
a(x) on a uniform 1024 × 1024 mesh by using the technique in [52]. Fig. 8 shows a realization of the random permeability 
field. The “exact” well bore pressures of the two wells are α1 = −0.9860407 and α2 = 4.6507305 respectively.

Table 8 shows the results computed by using different methods. We observe that the introduced FE-OMsPGM provides 
a better approximation of the well bore pressure as well as FE-OMsFEM, and a much better approximation than the other 
methods in this example. In Fig. 9 we show the contour plots of the pressure field and the zoom region near-well computed 
by FE-OMsPGM on the 1024 × 1024 mesh. As a comparison, we show in Fig. 10 the contour plots of the “exact” pressure 
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Fig. 8. The random log-normal permeability field a(x). amax(x)
amin(x) = 6.06629e+003.

Table 8
Results of WBP and relative error for the case of random log-normal field with σ 2 = 1.0 and l1 = l2 = 0.01. ρ = h = 1/1024, d̃ = H = 1/64, γ0 = 10, 
γ1 = 0.1.

Methods Well 1 Well 2

WBP Error WBP Error

MsPGM −0.9279028 0.5896e−01 4.2958017 0.7632e−01
Mixed basis MsPGM −0.8932050 0.9415e−01 4.3157896 0.7209e−01
FE-OMsFEM −0.9964647 0.1057e−01 4.6742562 0.5058e−02
FE-OMsPGM −0.9701813 0.1608e−01 4.6391148 0.2498e−02

Fig. 9. Contour plots of the pressure field on the 1024 × 1024 mesh and the zoom region near-well by using FE-OMsPGM.

field and the zoom region near-well on the 1024 × 1024 mesh. We observe from these figures and Table 8 that our method 
provides good approximation of the well bore pressure as well as the large scale structure of the “exact” solutions for 
random log-normal permeability field.

5. Conclusion

In this paper, we have proposed a new numerical method for the multiscale elliptic problems with singularities which 
joints the oversampling MsPGM and the standard FEM by using the penalty techniques. The main purpose of this paper is to 
better approximate the singular features that occur in some special portions of the considered multiscale problem, e.g., the 
porous media with channelized structure, or in near-well region. For this goal, we first separate the research domain into 
two parts �1 and �2 = � \ �1 that �1 contains singular points (or regions) where the oversampling MsPGM is inefficient. 
Then we use the standard FEM on a fine mesh of �1 and use the OMsPGM on a coarse mesh of �2. In addition, we deal 
with the transmission condition on the interface � = ∂�1 ∩ ∂�2 by penalizing the jumps from the linear function values as 
well as the fluxes of the discrete solution.
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Fig. 10. Contour plots of the “exact” pressure field on the 1024 × 1024 mesh and the zoom region near-well.

Under some assumptions on the multiscale coefficient, we analyze the error between the fine grid solution and the 
FE-OMsPGM solution in the H1 norm. Several numerical examples have been given to demonstrate the accuracy and effi-
ciency of the proposed method. In particular, it is shown that the FE-OMsPGM gives highly effective approximation for the 
problems with singularities.

It is well known that each method has its own advantages and disadvantages. For example, the classical FEM can resolve 
fine features of the exact solution with enough DOFs but may exceed the computer capacity in large-scale multiscale 
simulations. The MsFEMs (including OMsPGM) construct the basis functions of the trial spaces by solving local problems 
with the same coefficient as the original multiscale problem, so that the basis functions can inherit fine information of 
the exact solution, and the resulting stiffness matrix is much smaller than that of FEM. But near the singularities, the 
multiscale basis functions may lose the solution structures which degenerate the performance of MsFEMs, while the FEM 
possesses many techniques such as adaptive algorithm (h, p, or hp refinements). So here the initial motivation of this paper 
comes: Why not to combine the two methods together to take advantages of the two methods? As a result, we obtained 
the FE-OMsPGM which uses much less DOFs than the standard FEM and may be more accurate than the OMsPGM for 
problems with singularities. The authors think the FE-OMsPGM is something between FEM and OMsPGM. It offers an option 
or a compromise to the readers who want to use more computer resource than MsPGM to obtain more accuracy than it. 
Although some kind of singularities such as high-contrast flow problems can be dealt with by the adaptive generalized 
multiscale finite element method (GMsFEM) [36], it also important to have FEM and MsFEM coupling. We think some of 
these ideas can be helpful in combining different MsFE basis functions.
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Appendix A. Proofs of Lemma 3.2 and Theorem 3.1

Proof of Lemma 3.2. By (3.12), we have the asymptotic expansion

v H = v0
H + εχk(x/ε)

∂v0
H

∂xk
+ εηk ∂v0

H

∂xk
on K , (A.1)

where v0
H = �H v H ∈ V H . Thus from (3.14) and 

∣∣∇χk
∣∣� ε−1, we have

‖∇v H‖L2(K ) ≤
∥∥∥∇v0

H

∥∥∥
L2(K )

+ C

(
1 + ε

dS(K )

)∥∥∥∇v0
H

∥∥∥
L2(K )

≤ C

(
1 + ε

dS(K )

)∥∥∥∇v0
H

∥∥∥
L2(K )

�
∥∥∥∇v0

H

∥∥∥
L2(K )

, (A.2)

which combines with the result of Lemma 5.1 in [37] yields (3.16) immediately. Further, from the proof of Lemma 5.1 in 
[37], we have
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α∗
∥∥∥∇v0

H

∥∥∥2

L2(K )
≤

∣∣∣∣∣∣
∫
K

aε∇v H · ∇�H v H

∣∣∣∣∣∣ + ε

H K

∥∥∥∇v0
H

∥∥∥2

L2(K )
,

where α∗ is a positive constant such that ξia∗
i jξ j ≥ α∗ |ξ |2 , ∀ξ ∈R

n since the homogenized coefficient a∗ is positive definite 
(see [48]). Hence, by assuming that ε

H K
is sufficiently small, we obtain

C
∥∥∥∇v0

H

∥∥∥2

L2(K )
≤

∣∣∣∣∣∣
∫
K

aε∇v H · ∇�H v H

∣∣∣∣∣∣ ,
which combined with (3.16) yields the left inequality of (3.17) immediately. The right inequality of (3.17) can be proved by 
the Cauchy–Schwarz inequality and (3.16) directly. �

To begin the proof of Theorem 3.1, we first introduce the Scott–Zhang interpolation operator Zh : H1(�1) → Vh . For any 
node z in Th,1, let φz(x) be the nodal basis function associated with z and let ez be an edge/face with one vertex at z, then 
the Scott–Zhang interpolation operator is defined as [55]:

Zh v =
∑

node z inTh,1

(∫
ez

ψz v

)
φz ∀ v ∈ H1(�1), (A.3)

where ψz(x) is a linear function that satisfies 
∫

ez
ψz(x)w(x) = w(z) for any linear function w(x) on ez . Suppose ez ⊂ ∂�1

for z ∈ ∂�1 and ez ⊂ ��h for z ∈ ��h , where ��h is defined in (3.4). This operator enjoys the following stability and 
interpolation estimates (see [55]):

Lemma A.1. For any K ∈ Th,1 , we have

‖Zh v‖L∞(K ) � ‖v‖L∞(K̃ ) ,‖∇ Zh v‖L p(K ) � ‖∇v‖L p(K̃ ) , p = 2,∞. (A.4)

‖v − Zh v‖L2(K ) + hK ‖v − Zh v‖H1(K ) � h2
K |v|H2(K̃ ) , (A.5)

where K̃ is the union of all elements in Th,1 having nonempty intersection with K .

Proof of Theorem 3.1. According to Lemma 3.5, the proof is divided into two parts. The first part is devoted to estimating 
the interpolation error. To do this, we take

φK
H =

∑
xK

i node of K

u0(xK
i )ψ̄ K

i (x), (A.6)

and define ψH by

ψH |K = φK
H ∀K ∈ TH,2. (A.7)

Clearly, ψH ∈ V ms
H,nc . It is easy to see that

�K φK
H = I H u0,

where I H : C(�̄2) → V H is the standard Lagrange interpolation operator over linear finite element space. Then we set vh,H as 
vh,H |�1 = ûh , vh,H |�2 = ψH , where ûh := Zh(u1 + εθε), and ψH is defined by (A.7). It is shown that in [37, pp. 1443–1447],( ∑

K∈Th,H

‖(aε)1/2∇(uε − vh,H )‖2
L2(K )

+
∑
e∈�h

ε

γ0

∥∥{
aε∇(uε − vh,H ) · n

}∥∥2
L2(e)

+
∑
e∈�h

γ1 ε
∥∥[

aε∇(uε − vh,H ) · n
]∥∥2

L2(e)

)1/2

� H |u0|H2(�) + √
ε|u0|W 1,∞(�) + ε

d
|u0|W 1,∞(�2) + h

ε
|�1| 1

2 |u0|W 1,∞(�1) + ε2 ‖∇ f ‖L2(��) . (A.8)

It remains to consider the term 
∑

e∈�h

γ0
ε

∥∥[
uε − �vh,H

]∥∥2
L2(e) . Noting that both uε and u0 are continuous functions, we 

have
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∑
e∈�h

γ0

ε

∥∥[
uε − �vh,H

]∥∥2
L2(e) =

∑
e∈�h

γ0

ε

∫
e

[
u0 − �vh,H

]2

�
∑

E∈�H

γ0

ε

∫
E

(u0 − �ψH )2 +
∑
e∈�h

γ0

ε

∫
e

(u0 − Zhu0)
2

+
∑
e∈�h

γ0

ε

∫
e

(
Zh

(
εχ j ∂u0

∂x j

))2

+
∑
e∈�h

γ0

ε

∫
e

ε2(Zhθε)
2

:= R1 + R2 + R3 + R4.

From the definitions of �K and �, we have that �φK
H = �K φK

H = I H u0. Then, by use of Lemma 3.1, we have∫
E

(u0 − �ψH )2 =
∫
E

(u0 − I H u0)
2

� H−1 ‖u0 − I H u0‖2
L2(K E )

+ ‖u0 − I H u0‖L2(K E ) ‖∇(u0 − I H u0)‖L2(K E )

� H3|u0|2H2(K E )
,

which yields

R1 �
H3

ε
|u0|2H2(��H )

(A.9)

Similarly, from Lemmas 3.1 and A.1, we have∫
e

(u0 − Zhu0)
2 � h−1 ‖u0 − Zhu0‖2

L2(Ke)
+ ‖u0 − Zhu0‖L2(Ke)

‖∇(u0 − Zhu0)‖L2(Ke)

� h3|u0|2H2(K̃e)
,

which yields

R2 �
h3

ε
|u0|2H2(��h )

(A.10)

Further, from Lemma A.1, it is easy to see that

∫
e

(
Zh

(
εχ j ∂u0

∂x j

))2

� heε
2
∥∥∥∥Zh

(
χ j ∂u0

∂x j

)∥∥∥∥
2

L∞(Ke)

� heε
2
∥∥∥∥χ j ∂u0

∂x j

∥∥∥∥
2

L∞(K̃e)

� heε
2
∥∥∥∥∂u0

∂x j

∥∥∥∥
2

L∞(K̃e)

,

which yields

R3 � ε|u0|2W 1,∞(�1)
(A.11)

In addition, from (A.3) and noting that ez ⊂ � for z ∈ �, we have

R4 � ε ‖Zhθε‖2
L∞(�) � ε ‖θε‖2

L∞(�) � ε |u0|2W 1,∞(�)
, (A.12)

where we have used (3.9) to derive the last inequality. Thus, from (A.9)–(A.12), it follows that

∑
e∈�h

γ0

ε

∫
e

[
uε − �vh,H

]2 � H3

ε
|u0|2H2(��H )

+ h2|u0|2H2(��h )
+ ε|u0|2W 1,∞(�)

. (A.13)

From the definition of �� (see (3.1)) and the assumption (H1), we have |�� | = O (H). Hence, from (A.13) and (A.8), it 
follows (3.24) immediately. This completes the proof. �
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